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Streszczenie

Artykut porusza aktualne zagadnienia zwigzane ze sztuczng inteligencja. Do tej pory nie uda-
o si¢ wypracowac spdjnej i powszechnie akceptowalnej definicji w $rodowiskach naukowych.
Nadal kontrowersyjny pozostaje sam termin ,.inteligencja” w odniesieniu do maszyn, poniewaz
wiele cech inteligencji, takich jak emocje 1 $wiadomos$¢, nadal przypisuje si¢ wylacznie ludziom.
Moravec zauwaza, ze komputery sa dobre w ztozonych obliczeniach, lecz stabe w prostych zada-
niach poznawczych. Al jest kluczowym elementem przemystu 4.0, opartego na automatyzacji
i cyfryzacji. Przynosi jednak nie tylko korzysci. Liczne awarie systemow Al doprowadzity juz do
wypadkow i katastrof. Automatyzacja wplywa tez na rynek pracy, zagrazajac wielu zawodom —
zaréwno fizycznym, jak i umystowym. W edukacji AI moze by¢ pomocne w wielu przypadkach,
ale tez poglebi¢ problemy zwigzane z uczeniem sig. Istotne znaczenie w kontekscie edukacyjnym
ma zjawisko ,halucynacji AI”. W korzystaniu z Al nalezy kierowaé si¢ zasada ograniczonego
zaufania, tak jak w ruchu drogowym. Narzedzia same w sobie nie sg ani dobre, ani zte — kluczowe
jest to, jak 1 w jakim celu sg wykorzystywane przez ludzi.

Abstract

The article discusses current issues related to artificial intelligence (AI). So far, no consistent
and universally accepted definition of Al has been established within the scientific community.
The very term “intelligence” in relation to machines remains controversial, as many aspects of
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intelligence—such as emotions and consciousness—are still considered uniquely human traits.
Moravec points out that while computers excel at complex calculations, they struggle with simple
cognitive tasks. Al is a key component of Industry 4.0, which is based on automation and digitali-
zation. However, it brings not only benefits. Numerous Al system failures have already led to
accidents and disasters. Automation also impacts the labor market, threatening various profes-
sions—both physical and intellectual. In education, Al can be helpful in many cases but may also
exacerbate learning-related issues. The phenomenon of “Al hallucinations” is particularly signifi-
cant in educational contexts. When using Al, one should follow the principle of limited trust,
similar to traffic rules. Tools themselves are neither good nor bad—the key lies in how and for
what purpose humans use them.

Wstep

Udostepnienie nowej technologii w postaci sztucznej inteligencji pobudza
wyobrazni¢ spoteczenstwa oraz srodowisk naukowych do jej implementacji dla
wlasnych potrzeb. Potrzeby te moga by¢ i sg zroznicowane. Jak kazda nowo
udostepniona technologia, wzbudza fascynacje swoimi mozliwo$ciami. Dostrze-
gamy jej pozytywne aspekty i staramy si¢ zrobi¢ z tego wlasciwy uzytek, stuza-
cy cztowiekowi i jego rozwojowi. Cele zatem sg sluszne, ale tak jak kazde nowe
osiagnigcie sprawia, ze w perspektywie czasowej nie jesteSmy w stanie przewi-
dzie¢ ostatecznych konsekwencji jej wykorzystania. Czgsto w rozwazaniach nad
nowosciami technicznymi pomija si¢ fakt, ze wraz z rozwojem technologicznym
zmieniajg si¢ spoteczenstwa, ludzie oraz ich warunki zycia i funkcjonowania.
Jednak rozwdj technologiczny nie zawsze idzie w parze z rozwojem moralnym
i etycznym. Oznacza to wykorzystanie nie zawsze zgodne z ogdlnie przyjetymi
1 akceptowanymi normami wspotzycia spolecznego.

»Istnieje dynamiczny proces funkcjonujacy pomigdzy rozwojem nauki 1 wy-
korzystaniem wynikajacych z niej technologii a kulturowym kontekstem wdraza-
nych technologii. Gdy nowa wiedza generuje nowe technologie, a te z kolei sg
wykorzystywane, ksztattujac fizyczne i spoteczne srodowisko, to wptywa to na
kulturowy kontekst. To z kolei oddziatuje na rodzaj, forme i zastosowania nowe;j
wiedzy. W ten sposob narasta konflikt pomiedzy celami kulturowymi a konse-
kwencjami stosowania technologii, rzucajac wyzwanie zalozeniom aktywnosci
naukowej”!.

Osiagniecie przetomu w pracach nad sztuczng inteligencjg zajeto naukow-
com kilkadziesiat lat. Przypomnijmy, ze prace na Al rozpoczgto juz w latach 50.
ubieglego wieku. Uscislajac, w roku 1956 ,,John McCarthy (amerykanski infor-
matyk) na konferencji w Dortmouth po raz pierwszy do obiegu naukowego

1], Bialek, Tech. Krytyka rozwoju $rodowiska technologicznego, Wyd. Garda, Warszawa
2017, s. 80.
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wprowadzit termin sztuczna inteligencja (ang. Artificial Intelligence — Al), ktory
z powodzeniem funkcjonuje po dziefi dzisiejszy™. Sztuczna inteligencja w trze-
ciej dekadzie XXI w. stala si¢ faktem. Dzi§ ma zarowno swoich zagorzatych
zwolennikow, jak i przeciwnikow. Nie zmienia to jednak faktu, Zze ona po prostu
jest — i trzeba si¢ z tym pogodzi¢. W tej sytuacji najlepsze, co mozna zrobic, to
nauczy¢ si¢ ja wykorzystywaé dla dobra wlasnego i spotecznego. Musimy
jednak przyzna¢, ze mimo wszystko mamy problem. Podczas gdy w zastosowa-
niach typowo technicznych czy medycznych mozna w duzym stopniu przewi-
dywac i oczekiwa¢ konkretnych rezultatow, trudno jednoznacznie przewidzie¢
spoleczne kosekwencje udostepnienia Al nieograniczonemu gronu indywidual-
nych uzytkownikow. Jest tez trzeci element tej technologiczno-spolecznej ukta-
danki — sama sztuczna inteligencja.

Problemy definicyjne

Pomimo kilkudziesigciu lat prac nad Al, wcigz nie udato si¢ wypracowac
jednej, spojnej i powszechnie akceptowanej definicji tego pojecia. Literatura
przedmiotu oferuje wiele réoznorodnych ujec i interpretacji. Dla celow porow-
nawczych, a takze w celu ukazania postgpu dokonanego w tej dziedzinie przy-
wotajmy za J.J. Mulawka definicje z lat 90. XX w.: ,,Wedlug Minsky’ego
sztuczna inteligencja jest naukg o maszynach realizujgcych zadania, ktore wy-
magajg inteligencji wowczas, gdy sa wykonywane przez cztowieka. Wedlug
Feigenbauma sztuczna inteligencja stanowi dziedzine informatyki dotyczaca
metod i technik wnioskowania symbolicznego przez komputer oraz symbolicz-
nej reprezentacji wiedzy stosowanej podczas takiego wnioskowania. Wedlug
Boltera pojecie sztucznej inteligencji zawiera w istocie wigkszos$¢ definiujacych
cech tzw. technologii komputerowej™.

Po kilkudziesieciu latach od tamtego czasu definicje Al ulegly zmianie.
Kontekst wypowiedzi stal si¢ znacznie szerszy i bardziej precyzyjny. Przykla-
dowo B. Michatowski twierdzi, ze ,,sztuczna inteligencja to dziedzina wiedzy
obejmujgca m.in. sieci neuronowe, robotyke i tworzenie modeli zachowan inte-
ligentnych oraz programéw komputerowych symulujacych te zachowania.
Obejmuje rowniez uczenie maszynowe (machine learning), w ktorym dzigki
rozwijanym algorytmom i oprogramowaniu uzyskujemy zautomatyzowany pro-
ces pozyskiwania i analizy danych, ktory umozliwia samoistne ulepszanie sys-
temu. Czg$cig uczenia maszynowego jest deep learning czyli zbior technik

2 A. Piecuch, Sztuczna inteligencja w perspektywie spotecznej, ,,Edukacja Ustawiczna Doro-
stych” 2023, nr 4, s. 13.
3 Za: 1.J. Mulawka, Systemy ekspertowe, Wyd. WNT, Warszawa 1996, s. 17.
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umozliwiajacych przewidywanie zachowan i dziatlan na podstawie analizy ze-
branych danych i zalezno$ci migdzy nimi™*.

N.J. Nilsson, specjalista w dziedzinie informatyki ze Stanford University,
tlumaczy, ze ,,sztuczna inteligencja to dziatanie majace na celu uczynienie ma-
szyn inteligentnymi, a inteligencja to cecha, ktéra umozliwia jednostce prawi-
dtowe i przewidywalne funkcjonowanie w jej otoczeniu™. Europejscy eksperci
ds. sztucznej inteligencji proponuja uwaza¢ za Sl ,,systemy, ktore wykazuja
inteligentne zachowanie, analizuja swoje otoczenie i podejmujg dziatania —
z pewnym stopniem autonomii — w celu osiggniecia okreslonych celow.

Przywotane przyktady dowodza braku jednolito$ci definicyjnej. Kwestia
sporng w wielu srodowiskach jest rowniez sam neologizm sztuczna inteligencja.
»HInteligencja” — wedlug wykladni Wielkiego stownika jezyka polskiego — jest
,»zdolnos$¢ rozumienia, uczenia si¢ i kojarzenia oraz umiejetno$¢ wykorzystania
tej zdolno$ci w dziataniu; bystro$¢, pojetnos¢™. Cechy te — dotad przypisywane
wylacznie czlowiekowi jako istocie zywej, myslacej, odczuwajacej 1 posiadaja-
cej réznego rodzaju umiejetnosci — zaczeto przypisywaé komputerom. Czy
stusznie? Raczej nie. Chociaz komputery bez watpienia przewyzszaja czlowieka
w zakresie obliczen, wykonujac je zdecydowanie szybciej, to jednak brakuje im
umiejetnosci, ktore sg wrodzone kazdemu cztowiekowi. Sytuacje te opisuje tzw.
paradoks Moraveca: ,,to, co wydaje si¢ proste dla cztowieka, np. rozpoznawanie
kota na fotografii, dla maszyny jest znacznie trudniejsze niz gry albo zaawanso-
wane obliczenia, ktore z kolei sa trudne dla ludzi. Paradoks Moraveca podkresla
istotng dysproporcje miedzy zdolno$ciami ludzi a zdolno$ciami komputerow.
To, co dla nas jest bardzo proste, np. odrdznianie przedmiotow, okazuje si¢ nie-
zwykle trudne dla komputeréw. To zjawisko staje si¢ szczegdlnie widoczne
w Swietle postepujacej integracji sztucznej inteligencji w réznych obszarach
naszego zycia™®. Skoro budzi to tak wiele watpliwos$ci i zastrzezen, czy nie by-
loby uczciwiej wobec ,,rodzaju ludzkiego” okresla¢ ja mianem cyfrowej inteli-
gencji? W ten sposdb mozna by unikngé¢ wzajemnych prob utozsamiania Al
z inteligencja cztowieka, a cyfrowa inteligencja stataby si¢ po prostu kolejnym,
cho¢ obecnie wyjatkowo zaawansowanym, narzedziem w rgkach czlowieka. Jest
jeszcze jeden istotny aspekt, ktorego nie nalezy pomijac: jak dotad Al nie stwo-
rzyta niczego nowego, co wczesniej nie zostalo wymyslone przez cztowieka.

4 B. Michatowski, Internet of Things (IoT) i Artificial Intelligence (AI) w Polsce. Jak wyko-
rzystac rewolucje technologiczng internetu rzeczy i sztucznej inteligencji w rozwoju Polski, Wyd.
Instytut Sobieskiego 2018, s. 12.

5 Za: A. Kacprzak, Prompt engineering i ChatGPT, Wyd. Helion, Gliwice 2024, s. 12.

¢ Tamze, s. 13.

7'S. Dubisz, Wielki stownik jezyka polskiego, t. 2, Wyd. PWN, Warszawa 2018, s. 128.

8 A. Kacprzak, Prompt..., s. 14.
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Korzysta wylacznie z dorobku ludzkosci — na tym polega proces jej trenowania.
Przewage na cztowiekiem uzyskuje tylko w szybkos$ci przetwarzania informacji,
ktore i tak sg dzielem umystu ludzkiego.

Al i przemyst 4.0

Na sztuczng inteligencje warto patrze¢ przez pryzmat zyskéw i potencjalnych
strat. Jak kazde narzedzie, Al ma za zadanie przyspieszy¢ i udoskonali¢ wszelkiego
rodzaju procesy. Mozna tu bra¢ pod uwage zroznicowane procesy technologiczne,
w tym automatyzacje i robotyzacje, ale rowniez procesy zwigzane z wnioskowa-
niem i podejmowaniem decyzji, czyli takie, ktore odbywaja si¢ w sferze niemate-
rialnej. Pierwszym narzucajacym si¢ wykorzystaniem Al jest przemyst, dzi§ nazy-
wany przemystem 4.0. ,,Warto réwniez zaznaczy¢, ze przemyst 4.0 pojawit si¢
w nastepstwie szybkiego rozwoju technologii informatycznych i robotyki, ktore
wspolnie doprowadzity do skonstruowania nowych rodzajow zintegrowanych sys-
temow produkcyjnych i nowej organizacji produkcji. Gospodarka 4.0 obejmuje
zatem nie tylko przemyst 4.0, lecz takze inteligentne Srodowiska pracy i zycia, opie-
rajace si¢ na sztucznej inteligencji i wykraczajgce poza sam przemyst™.

Z historycznego punktu widzenia ,,okreslenie »czwarta rewolucja przemy-
lowa« ma stanowi¢ nawiazanie do innych przetomowych zdarzen w rozwoju
spoleczno-gospodarczym ludzkosci, takich jak: mechanizacja produkcji za po-
mocg maszyn nap¢dzanych woda i parg (rewolucja 1.0), wprowadzenie masowej
produkcji w oparciu o podzial pracy i elektryfikacje maszyn i urzadzen (rewolu-
cja 2.0) oraz zastosowanie elektroniki i IT dla automatyzacji produkcji (rewolu-
cja 3.0)”'°, Warto zwrdci¢ rowniez uwage na tempo, w jakim rozwija sie wspot-
czesna technika, w tym technologie informatyczne. Od pierwszej rewolucji
przemystowej (1763 — maszyna parowa J. Watta) do drugiej rewolucji (1879 —
zarowka T. Edisona) uptyngto 116 lat. Jesli za poczatek trzeciej rewolucji prze-
mystowej przyja¢ skonstruowanie przez W. Brattaina i J. Bardena pierwszego
germanowego tranzystora (1947), to czas dzielagcy ten wynalazek od drugiej
rewolucji przemystowej wynosi juz tylko 68 lat. Poczatek czwartej rewolucji
przemystowej trudno jednoznacznie okresli¢, jednak biorac pod uwage jej cechy
— takie jak powszechna taczno$¢ w sieci, automatyzacja czy robotyzacja — za
symboliczny jej start mozna uznaé¢ powstanie Internetu w 1991 r. Odstep czaso-
wy miedzy kolejnymi rewolucjami ponownie si¢ skrocit — tym razem do 44 lat.

° Z.W. Puslecki, Sztuczna inteligencja (Al), internet rzeczy (IoT) i sieé pigtej generacji (5G)
w nowoczesnych badaniach naukowych, ,,Cztowiek i Spoteczenstwo” 2021, nr 52, s. 126.

10°J. Bendkowski, Zmiany w pracy produkcyjnej w perspektywie koncepcji ,, Przemyst 4.0”,
,.Zeszyty Naukowe. Organizacja i Zarzadzanie” 2017, nr 112, s. 23.
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Gdyby te czasy wyrazi¢ wskaznikiem wymiany pokolen, a ta nastepuje jak si¢
przyjmuje $rednio co 20-25 lat, to migdzy pierwsza a druga rewolucja nastgpita
ona prawie 5-krotnie, migdzy drugg a trzecig prawie 3-krotnie, a migdzy trzecia
a czwarta to juz tylko 1,5 pokolenia. Takie proporcje wyraznie pokazuja, jak
bardzo przyspiesza tempo postepu technologicznego. Mozna przypuszczac, ze
technika nie powiedziata jeszcze ostatniego stowa, tym bardziej ze ludzkos¢
dysponuje coraz nowszymi i doskonalszymi metodami i srodkami do kreowania
rozwoju naukowego, a tym samym technicznego.

Rozwoj techniki, takze tej najnowszej, nie obywa si¢ jednak bez ofiar.W hi-
storii mozna wskaza¢ przynajmniej kilka takich przypadkéw — te najbardziej
znane przedstawiono w tabeli 1.

Tabela 1. Ofiary rozwoju technologicznego

Nazwisko i lata zycia /

eksperyment

‘Wynalazek/odkrycie

Konsekwencje

Marie Sklodowska-Curie
(1867-1934)

Promieniotworczosé, polon i rad

Zmarta na chorob¢ popromienna

Louis Slotin (1910-1946)

Uczestnik projektu Manhattan

Zginagt w wyniku napromieniowania
podczas eksperymentu z masa
krytyczng plutonu

Eksplozja w Nionoksie
(Rosja, 2019)

Eksperymentalna rakieta o napedzie
jadrowym

Eksplozja podczas testu, zgingto
S naukowcéw z Rosatomu

Katastrofa OceanGate
Titan (2023)

Eksperymentalna t6dZ podwodna,
wiokno weglowe

Implozja podczas zanurzenia, zginat
projektant i pasazerowie

Zrédlo: opracowanie wlasne.

Podobnych przypadkéw w historii rozwoju techniki znajdziemy zdecydo-
wanie wigcej, a dotyczg one roznych galezi nauki i techniki. Chociaz statystycz-
nie zdarza si¢ ich coraz mniej, to jednak nie udato si¢ ich catkowicie wyelimi-
nowac. Ten problem nie omingt rowniez sztucznej inteligencji. R6znica pomig-
dzy przywotanymi przypadkami a sztuczng inteligencja jest jednak zasadnicza.
Konsekwencje wlasnych odkry¢ naukowych / eksperymentdw poniesli ich auto-
rzy. Wynikaly one czgsto z braku $wiadomosci (np. skutki napromieniowania)
albo innego rodzaju zaniedban. Skutki dziatan zwigzanych z Al niestety odczu-
wajg osoby postronne. Oto kilka przyktadow. W 2016 r. samochod Tesli jadacy
w trybie autopilota po autostradzie na Florydzie ,,nie zauwazy!” kilkunastotono-
wej cigzarowki — kierowca zgingt na miejscu. W marcu 2018 r. pojazd autono-
miczny testowany przez Ubera na jednej z droég amerykanskiego stanu Arizona
mial wypadek — wowczas zginela kobieta. W 2024 r. w Seattle doszto do wy-
padku, w ktorym pojazd Tesli z systemem Full Self-Driving (FSD)!'' potracit

" Full Self-Driving — ,,w pelni autonomiczny”. Tak nazywa si¢ oprogramowanie Tesli stu-
zace do ,,wyreczania” kierowcy. Potrafi nie tylko utrzymywac¢ zadang odlegto$¢ od poprzedzaja-
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$miertelnie motocyklistg. W lutym 2024 r. w Teksasie rowniez doszto do wy-
padku, w ktorym pojazd Forda wyposazony w system BlueCruise!? uderzyt
w zaparkowany samochdd na pasie awaryjnym, doprowadzajac do $mierci dwdch
osob. O wiele bardziej tragiczne w skutkach okazaly si¢ dwie katastrofy lotnicze
Boeinga 737 Max, w ktorych tacznie zgingto 346 oséb, a wérdd nich dwoch
obywateli Polski. Mowa tu o katastrofie indonezyjskich linii lotniczych Lion Air
z 29 pazdziernika 2018 r. i etiopskich linii lotniczych (Ethiopian Airlines) z 10
marca 2019 r.!* Zdaniem ekspertow od wypadkow lotniczych za katastrofe od-
powiedzialny byt innowacyjny system MCAS (ang. Maneuvering Characteri-
stics Augmentation System — system poprawy charakterystyki manewrowej),
majacy zapobiegaé tzw. przeciagnieciu. ,,Jesli system zdecyduje o skierowaniu
nosa 737 MAX w dot, to pilot nie moze zatrzymac tego opadania poprzez zwy-
czajne pociagniecie urzadzenia sterowego do siebie!”'*. Warto doda¢, ze projek-
tanci systemu, przekonani o jego niezawodnosci, nie zamieScili w instrukcji
samolotu zadnych informacji na ten temat, uwazajac je za zbgdne. Takie pode;j-
$cie mozna uzna¢ za wyraz bezmyslnosci i braku nalezytej odpowiedzialno$ci.
Jak wykazaty powypadkowe analizy i ekspertyzy, system mozna byto wylaczy¢
i bezpiecznie kontynuowac lot. Problem polegal na tym, ze piloci nie mieli
$wiadomosci istnienia takiej mozliwosci. Btedem, jak si¢ okazato tragicznym
w skutkach, bylo catkowite i bezwarunkowe zaufanie do Al. Ta zawiodta, a kon-
sekwencje za jej btedne decyzje poniosty konkretne osoby. Wprawdzie po kata-
strofie indonezyjskiego samolotu i identyfikacji problemow Boeing wydat zale-
cenia dla pilotéw, ale okazaty si¢ one zbyt ogolnikowe — mimo zastosowania
przez pilotow wspomnianych procedur, etiopskie linie lotnicze nie uniknely
katastrofy. Opisane wypadki linii lotniczych doczekaly si¢ ekranizacji w cyklu
emitowanym przez TV4 i National Geographic ,,Katastrofa w przestworzach”.
Przytoczone przyktady z jednej strony ukazujg ogromny potencjat Al, z drugiej
za$ obnazajg jej stabosci. Wiele z tych sytuacji wynika z ograniczen technolo-

cego pojazdu, ale rowniez utrzymuje auto w pasie ruchu i skreca, zmienia pasy i wykrywa sygna-
lizacj¢ $wietlng i znaki stopu; https:/elektromobilni.pl/oprogramowanie-tesla-full-self-driving-
nie-jest-juz-wersja-beta-ale-nadal-wymaga-nadzoru/ (dostep: 2.04.2025).

12 BlueCruise — Ford BlueCruise to nowoczesna technologia oparta na inteligentnym tem-
pomacie adaptacyjnym z funkcja Stop-and-Go, asystencie utrzymania pasa ruchu oraz systemie
rozpoznawania znakéw drogowych. Funkcja ta pozwala kierowcy na jazde bez uzycia rak na
wstepnie zakwalifikowanych odcinkach podzielonych autostrad zwanych Hands-Free BlueZones;
https://www.ford.pl/wsparcie/instrukcje-wideo/technologie-ford/funkcje-wspomagajace-kierowce/
czym-jest-ford-bluecruise (dostep: 2.04.2025).

13 Zob. G. Szulczewski, Sztuczna inteligencja a inteligencia moralna. Zagadnienia wstepne
cybernetyki, ,,Annales. Ethics in Economic Life” 2019, vol. 22, no. 3, Wyd. Uniwersytetu £6dz-
kiego, s. 21.

14 M. Gatabuda, Jak dziata system MCAS w Boeingach 737 MAX?, 2019, https://www.pasa-
zer.com/news/40893/jak,dziala,system,mcas,w,boeingach,737,max.html (dostep: 3.04.2025).
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gicznych, takich jak bledna interpretacja zdarzen drogowych czy brak odpo-
wiedniej reakcji w nietypowych warunkach. Wszystkie one potencjalnie moga
nie$¢ ze sobg powazne konsekwencje. Chociaz intensywny rozwdj Al z pewno-
$cig pozwoli rozwigzaé¢ cze$¢ z tych problemdéw, pozostaje pytanie — czy
wszystkie uda si¢ wyeliminowac?

Al a rynek pracy

Zatozyciel Swiatowego Forum Ekonomicznego Klaus Schwab juz w 2016 r.
w ksiazce Czwarta rewolucja przemystowa zapowiadal (na podstawie badan
przeprowadzonych w Oxford Martin School), ze w ciagu najblizszych 10-20 lat
47% stanowisk pracy istniejagcych w USA ulegnie skomputeryzowaniu, pozba-
wiajgc tym samym pracy te cze$¢ spoleczenstwa'®. ,,W badaniu Al adoption by
industry przeprowadzonym w 2020 roku przez McKinsey & Company zaobser-
wowano rosnacg adaptacj¢ sztucznej inteligencji w réznych sektorach. Az 70%
uczestnikow z sektora HiTech i Telecom potwierdzito wdrozenie Al w swoich
dziatalnosciach. Z kolei w branzy Automotive oraz w sektorze ustug finanso-
wych po 60% respondentow deklarowato korzystanie z tej zaawansowanej tech-

nologii™'® (zob. rys. 1).

Al ADOPTION by INDUSTRY, 2020
Source: McKinsey & Company, 2020 | Chart: 2021 Al Index Report

High tech/Telecom

Automotive and Assembly

Financial Services

Business, Legal, and Professional Services
Helthcare/Pharma

Consumer Goods/Retail

o

25 50 75

% of Respondents

Rys. 1. Wykorzystanie sztucznej inteligencji w réznych sektorach gospodarki
Zrodto: McKinsey & Company 2020.

15 Zob. K. Schwab, Czwarta rewolucja przemystowa, Wyd. Studio EMKA, Warszawa 2018, s. 181.

16 P, Mikus, P. Heflich, Wphyw sztucznej inteligencji (A1) na sektor publiczny [w:] Wspdtpra-
ca czlowieka z Al: perspektywy dla Polskiego Sektora Publicznego, raport, wrzesien 2023, Wyd.
SoDA, s. 12.
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Zastosowanie sztucznej inteligencji budzi zainteresowanie nie tylko w tra-
dycyjnych sektorach gospodarki, lecz takze przyciaga uwage administracji pu-
blicznej. Opracowany przez IDC i SAS raport (lipiec 2020) pt. Jak Al zmienia
sektor publiczny'’ prezentuje korzysci ptynace z jej wdrozenie (optymalizacja
procesow, zautomatyzowanie czasochtonnych dzialan pracownikow). Najczgst-
sze wykorzystanie Al w sektorze administracji publicznej pokazano na rys. 2.

Wykrywanie i redukowanie nacuzy¢ - IR 2%
Poprawa efektywnodci poboru danin publicznych [N -7
Spersonalizowane ustugi dla obywateli (whaczajac I

wirtualnych asystentdw)
Sledzenie | raportowanie zdarzen | wiypadkaw w

czasie rzacrywistym 26%
Ustalanie optymalnego poziomu wydatkdw
. 25%
socjalnych
Ustalanie optymalnego poziomu podatkdw / optat 25%
Poprawa efektywnosici wewnetrznych procestw 23%

Ochrena i odpowied: na cyberzagrozenia [N 23%

Rys. 2. Przyktady powszechnego zastosowania Al w sektorze administracji publiczne;j

Zrodto: https://www.btc.com.pl/sztuczna-inteligencja-w-administracji-publicznej/ (dostep:
16.02.2025).

Wedtug raportu Software Development Association (SoDA) wdrozenie Al
w administracji publicznej moze przynie$¢ nastgpujace korzysci:

1) ,,Wdrozenia wewnatrz Urzedu zwigkszaja poziom $wiadomos$ci oraz
zdolnosci technologicznych catej reszty pracownikow. Poczatkowa adopcja SI
w jednym obszarze ma szans¢ rozszerzy¢ si¢ na pozostate departamenty, wyko-
rzystujac efekty sieciowe.

2) Nauka wykorzystania rozwigzan SI w codziennej pracy pozwala zdoby¢
nowe kompetencje oraz wiedze, ktora nastepnie moze przetozy¢ sie na interakcje
z mieszkancami czy np. jednostkami samorzadu terytorialnego.

3) Urzad bedacy zamknigtym ekosystemem o znacznie mniejszej skali
niz miasto ma mozliwo$¢ szybszego zaadoptowania i testowania rozwigzan
technologicznych. Co przeklada si¢ na skrocenie czasu otrzymania informac;ji
zwrotnej 1 mozliwosci podejmowania kolejnych decyzji zwigzanych z digita-
lizacja sektora.

17 https://www.btc.com.pl/sztuczna-inteligencja-w-administracji-publicznej/ (dostep: 16.02.2025).
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4) Mozliwos¢ przeprowadzenia wdrozenia w warunkach kontrolowanych
daje dostep do pelni informacji zwrotnej oraz danych bez koniecznosci angazo-
wania mieszkancow na danym etapie projektu.

5) Zwigkszenie satysfakcji w wyniku optymalizacji pracy Urzedu przekta-
da si¢ na zwigkszone morale pracownikdéw, co przeklada si¢ potencjalnie na
dobry PR calej jednostki administracyjnej”'®.

Od momentu przedstawienia raportow uptynety juz cztery lata. W kontek-
$cie rozwoju nowych technologii jest to wystarczajaco dlugi czas, by znaczaco
zmieni¢ rzeczywisto$¢. W roku 2025 prezentowane wskazniki beda juz inne, ale
na pewno nie nizsze'. Niezaleznie od naszych pogladéw na temat zmian, one
juz nadeszty. Rynek pracy czeka nie ewolucyjna, a raczej rewolucyjna reorgani-
zacja. Wbrew powszechnym przekonaniom Al nie wyeliminuje jedynie pracow-
nikéw wykonujacych zmudne i powtarzalne czynnosci. Jak si¢ prognozuje,
dotknie to takze pracownikéw wysoko wykwalifikowanych w branzach wy-
magajacych kreatywnos$ci. Do tych zawodow zaliczono ,,programistow i anali-
tykéw danych, dziennikarzy i copywriteréw, radcow prawnych i asystentow
prawnych, analitykow rynku, nauczycieli, analitykow i doradcow finansowych,

2920

traderow gietdowych, grafikow, ksiggowych i pracownikéw obstugi klienta™".

Sztuczna inteligencja w edukacji

Sytuacja, z ktorg obecnie musi si¢ zmierzy¢ edukacja, jest wyjatkowo trud-
na. Promowana od wielu lat cyfryzacja edukacji, majaca wspiera¢ rozwoj inte-
lektualny ucznidéw, pomaga¢ w nauce, stwarza¢ nowe mozliwosci oraz otwierac
nowe horyzonty wiedzy, w rzeczywistosci nie spetnita poktadanych w niej na-
dziei. Przypomnijmy chociazby program Cyfrowa szkola. W raporcie Instytutu
Badan Edukacyjnych czytamy: ,,Udziat w programie nie przetozyt si¢ natomiast
na zmian¢ w rodzajach aktywnosci na lekcji, szersze upowszechnienie pracy
zespolowej uczniow, indywidualizacj¢ nauczania, zwigkszenie aktywnosci czy
samodzielnosci ucznidw. Pomijajgc kwestie stosowanych pomocy dydaktycz-
nych, nie przyniost zatem istotnych przeobrazen w sposobach nauczania i ucze-
nia si¢. Nie zaobserwowano takze oczekiwanej w programie poprawy umiejet-
nosci podstawowych uczniow (w tym zakresie, w ktorym sg one mierzone przez
sprawdzian po szkole podstawowej)”?!. Jedynym pozytywnym aspektem pro-

18 M. Domanski, Wykorzystanie AI w ustugach publicznych [w:] Wspdipraca cztowieka z Al:
perspektywy dla Polskiego Sektora Publicznego..., s. 34-35.

19 Brak aktualnych danych.

20 7ob. M. Rojewska, Sztuczna inteligencja cie nie potrzebuje, ,,Swiat Wiedzy” 2023, nr 6, s. 40.

21 p, Penszko (red.), Srednioterminowe efekty programu ,, Cyfrowa Szkota”, IBE, Warszawa
2015, s. 3.
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gramu okazato si¢ wzmocnienie potencjatu informatycznego szkoty — czytamy
w dalszej czeSci raportu. Nie tylko sam raport, ale rdwniez miedzynarodowe
badania uczniow (PISA) nie napawaja optymizmem. ,,W edycji badania w 2022 r.
w krajach OECD $redni wynik umiejetnosci matematycznych byt nizszy o 15
punktéw w poréwnaniu z rokiem 2018. Wynik Polski byt nizszy o 27 punktow,
czyli znacznie powyzej sredniego spadku. Dlaczego powinno nas to niepokoi¢?
Migdzy 2003 a 2018 rokiem, w kolejnych edycjach badania, mozna byto zauwa-
zy¢ dynamiczny wzrost $redniego wyniku polskich pigtnastolatkow (przyrost
0 26 punktow). Niestety, w roku 2022 wynik polskich uczniéw jest znacznie
nizszy niz w poprzednich edycjach. JesteSmy w zasadzie w tym samym miejscu,
w ktorym nasi uczniowie i uczennice byli 20 lat temu. Nie mozemy powiedziec,
ze »cofneliSmy sig« o te 20 lat, z calg pewnoscia jednak uprawnione jest stwier-
dzenie, ze w przypadku nabywania i utrwalania kompetencji matematycznych
nasz system szkolny wytracit dynamike i skuteczno$¢”?. Przyczyn tak drastycz-
nego spadku kompetencji moze by¢ wiele. Nie sposob jednak nie dostrzegaé
negatywnego wplywu technologii informacyjnych. Wspodtczesny uczen nasta-
wiony jest na natychmiastowy pozytywny efekt wlasnych dziatan. Dorazna
potrzeba osiagniecia wysokiej oceny sprawia, ze si¢ga do najprostszych, naj-
szybszych i sprawdzonych juz metod, ktore prowadza do tego celu — czyli do
zasobow sieci. Wraz z rozwigzaniem problemu znika takze potrzeba zrozumie-
nia i zglebiania okreslonego rodzaju zagadnien. Miarg obnizania poziomu edu-
kacji jest rowniez egzamin dojrzalosci. Pierwotnie przyjety prog zdawalnoSci
obnizono o 25%. Mato przekonujace sg argumenty o zdalnym nauczaniu w cza-
sie trwania Covid-19. Czy w latach poprzedzajacych pandemi¢ nie promowano
i nie ktadziono nacisku na nauczanie wspomagane technologiami informacyj-
nymi? Dlaczego wowczas byta to zaleta, a teraz wada i przeszkoda? — trudno
udzieli¢ sensownej odpowiedzi.

Obecnie edukacja wkracza w nowa er¢, w ktorej sztuczna inteligencja za-
znaczy z calg pewnoscig swoja obecnos¢. To kolejne narzedzie oddane do dys-
pozycji w rece mtodziezy uczacej si¢ na wszystkich szczeblach ksztalcenia. Nie
bez powodu zaakcentowano w tym miejscu okreslona grupg spoleczng (mto-
dziez uczacy si¢ 1 studiujacg). Al jest technologia daleko bardziej zaawansowang
niz znane do tej pory narzedzia technologii informacyjnych. Nie ma watpliwo-
$ci, ze wspomniana spolecznos$¢ ochoczo bedzie korzysta¢ z tego narzgdzia. Juz
do tej pory pojawita si¢ spora liczba publikacji naukowych traktujacych o moz-
liwosciach wykorzystania Al w edukacji. Z oczywistych wzgledow jako pierw-
sze wymienia si¢ personalizacj¢ procesu nauczania. Kazdy uczen jest inny — ma
odmienne tempo przyswajania wiedzy, rozne preferencje poznawcze, zasoby

22 1. Kazimierczyk, Co wyniki PISA méwig o polskiej edukacji, https://www batory.org.pl/
og_wpis/co-wyniki-pisa-mowia-o-polskiej-edukacji/ (dostep: 2.04. .
blog_wpis/co-wyniki-pi ia-o-polskiej-edukacji/ (dostep: 2.04.2025)
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kulturowe i emocjonalne. Tradycyjna szkota czesto nie jest w stanie dostosowac
si¢ do indywidualnych potrzeb kazdego ucznia, co prowadzi do frustracji, nudy
lub przecigzenia®® — taka sama argumentacja towarzyszyla niegdy$ TIK. ,, Apli-
kacje SI moga typowaé materialty dydaktyczne i podejscia dostosowane do
poziomu poszczegolnych ucznidw oraz przewidywac, rekomendowaé i pode;j-
mowac¢ decyzje dotyczace kolejnych etapow procesu uczenia si¢ na podstawie
analizy potrzeb i mozliwosci poszczegolnych uczniow. Systemy sztucznej inte-
ligencji moga pomoc uczniom zdobywac¢ wiedzg i umiejetnosci we wilasnym
tempie, a jednocze$nie dostarcza¢ nauczycielom sugestii, w jaki sposdob moga
wspiera¢ ucznidw w procesie uczenia sie”?.

Jako kolejny atut wymienia si¢ mozliwo$¢ wyréwnywania szans edukacyj-
nych — i to rOwniez znana z przesztosci argumentacja. Technologie SI moga
umozliwia¢ dostep do wysokiej jakosci nauczania osobom z niepetnosprawno-
$ciami, dzieciom z terenow wiejskich czy uczniom uczacym si¢ w domu z po-
wodow zdrowotnych?.

Nie mozna odmoéowi¢ Al potencjatu do wykorzystania w edukacji. Problem
nie tkwi jednak w samej sztucznej inteligencji, a w ludziach, ktérzy z niej korzy-
stajg. Spoleczno$¢ uczniowska/akademicka jak do tej pory korzystata z narzgdzi
IT nie po to, by czego$ si¢ nauczy¢, ale po to, by rozwigzaé biezacy problem.
Mogto nim by¢ zadanie z matematyki, fizyki czy streszczenie pozycji literatu-
rowej. Nie inaczej bedzie w przypadku sztucznej inteligencji. Nie przesadzajac
niczego, mimo wszystko mozna si¢ spodziewaé dalszego obnizenia poziomu
edukacji. Warto w tym miejscu podnies¢ jeszcze jedna kwestie natury spotecznej
— ,,jakos¢” Al bezposrednio zalezy od danych treningowych. Im wyzsza ich
warto$¢, tym lepsze rezultaty jej wykorzystania w praktyce.

Odrgbnym zagadnieniem jest wlaczenie sztucznej inteligencji w procesy
uczenia si¢/ nauczania (w zakresie, o ktorym wspomniano wczesniej), co bedzie
prowadzilo do gromadzenia zr6znicowanych informacji o podmiotach ksztatce-
nia. Dodajmy do tego spostrzezenia Z. Baumana: ,,zyjemy w ekshibicjonistycz-
nym spoteczenstwie, ktore publicznemu wystawianiu si¢ na pokaz nadaje range
podstawowego 1 najlatwiej dostepnego, a zarazem by¢ moze najbardziej sku-
tecznego 1 jedynego, naprawde niezawodnego dowodu spotecznego istnienia.
Miliony uzytkownikéw konkuruja ze sobg na ujawnianie i wystawianie na wi-

23 R. Luckin, W. Holmes, M. Griffiths & L.B. Forcier, Intelligence Unleashed: An Argument
for Al in Education, Pearson Education, 2016, https://www.pearson.com/uk/news-and-
-policy/reports-and-research/intelligence-unleashed.html (dostep: 4.02.2025).

24 S. Jaskula, Sztuczna inteligencja w edukacji we wspélczesnej rzeczywistosci hybrydalnej,
,Perspektywy Kultury”, nr 3(42), s. 22.

25 UNESCO, Al and Education: Guidance for Policymakers, United Nations Educational,
Scientific and Cultural Organization, 2021, https://unesdoc.unesco.org/ark:/48223/pf0000376709
(dostep: 2.04.2025).
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dok publiczny najbardziej intymnych, inaczej niedostepnych aspektow swej
tozsamosci, spolecznych powigzan, mysli, uczu¢ i dziatan. Portale spoteczno-
Sciowe stanowig pola dobrowolnej — »zrob to sam« — inwigilacji, bijac na gtowe
(zarowno pod wzgledem skali dziatania, jak i kosztéw) fachowe agencje wypet-
nione specjalistami od szpiegowania i wykrywania™?°. Polgczenie w spdjng ca-
10$¢ obu tych komponentéw nie jest trudne, a w rezultacie prowadzi do pelnej
charakterystyki osoby wraz z informacjg o zachowaniach, preferencjach, moty-
wacjach i emocjach. Zastanawiajac si¢ nad taka mozliwos$cia, czy jestesmy
w stanie jednoznacznie odpowiedzie¢ na pytania: gdzie sg przechowywane takie
dane?, w jaki sposob sa przetwarzane?, kto ma do nich dostep? oraz w jakim
celu moga by¢ wykorzystane? Podobnych pytan mozna postawi¢ znacznie wig-
cej — jednak czesto nie otrzymujemy na nie satysfakcjonujacych odpowiedzi.
Implementowanie na grunt edukacyjny coraz wigkszej liczby narzedzi cyfro-
wych nie sprzyja budowaniu relacji, rozwijaniu kompetencji spolecznych,
wspieraniu rozwoju emocjonalnego i wychowania, natomiast pogtgbia dehuma-
nizacje edukacji. W spoteczenstwie mlodziezy uczacej si¢ i studiujacej daje si¢
zaobserwowaé zwiazek pomigdzy korzystaniem z technologii cyfrowych
a zdrowiem psychicznym. Z badah®’ przeprowadzonych przez NZS i PSSiAP?
w roku 2021 wynika, Zze niemalze potowa badanych studentow (49%) korzystata
z pomocy psychologa, a 37% zadeklarowato, Zze nie byly to wizyty jednorazo-
we?’. Czy w $wietle tak zarysowanych problemow mozliwe jest jakiekolwiek
dziatanie? Oczywiscie, Zze nie, a nawet nie powinno si¢ go podejmowac. Narze-
dzia sg po to, by z nich korzysta¢, to sami zainteresowani muszg zrozumiec, ze
droga na skroty to nie zawsze najlepszy wybor.

Zasada ograniczonego zaufania
Stosowanie zasady ograniczonego zaufania w ruchu drogowym pozwolito

uniknaé¢ wielu tragedii. Taka sama zasada powinna obowigzywac podczas ko-
rzystania ze sztucznej inteligencji, poniewaz istnieje ryzyko tzw. halucynacji.

26 7. Bauman, Czy Twitter i Facebook pomagajgq propagowaé demokracje i prawa czlowie-

ka?, ,,Rocznik Naukowy Kujawsko-Pomorskiej Szkoly Wyzszej w Bydgoszczy. Transdyscypli-
narne Studia o Kulturze (i) Edukacji” 2012-2013, nr 7-8, s. 12—13.

27 Badania zostaty przeprowadzone na probie N = 815 studentow, reprezentujacych uczelnie
wyzsze z calego kraju, zroéznicowanych pod wzglgdem wieku, poziomu studiow oraz profilu
ksztatcenia.

28 NZS — Niezalezne Zrzeszenie Studentéw; PSSiAP — Polskie Stowarzyszenie Studentéw
i Absolwentow Psychologii.

2 Centrum Analiz NZS i PSSiAP, Zdrowie psychiczne studentéw, raport, Wyd. NZS, War-
szawa 2021, s. 23.
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Zjawisko to polega na generowaniu fatszywych informacji, a jest to wynik ucze-
nia maszynowego. Jesli w procesie uczenia si¢ Al nie pozyskala okreslonego
rodzaju tre$ci, wowczas odpowiedzi generuje na podstawie danych, ktorymi
aktualnie dysponuje, dlatego w odpowiedzi mozemy uzyskaé zupetnie niewiary-
godne informacje. Przyktadem moze by¢ eksperyment przeprowadzony w latach
2024 1 2025. W kwietniu 2024 r. zadano ChatGPT nastepujace polecenie: £ysek
z poktadu Idy. Poproszg o streszczenie tego utworu.

Odpowiedz ChatGPT (2024 r.):

,Lysek z pokiadu Idy” to powies¢ Juliusz Verne’a opowiadajgca historie
mtodego chiopca, Lyska, ktory marzy o przygodach na morzu. Dzigki przypad-
kowemu spotkaniu z kapitanem statku Lysek otrzymuje mozliwos¢ spetnienia
swoich marzen i wyrusza w podroz na statku o nazwie ,,Ida”. Podczas rejsu
Ltysek doswiadcza wielu przygod, poznaje nowych ludzi i staje sie waznym
czlonkiem zatogi. Powies¢ porusza tematy przyjazni, odwagi oraz pasji do od-
krywania nieznanego. Ostatecznie Lysek zdobywa szacunek i uznanie jako mor-
ski chiopiec.

Rok pdzniej (rowniez kwiecien 2025 r.) na tak samo skonstruowane pytanie
ChatGPT dat juz zupetie odmienng odpowiedz.

Odpowiedz ChatGPT (2025 r.):
Oczywiscie! Oto krotkie streszczenie opowiadania ,,Lysek z poktadu Idy”
autorstwa Gustawa Morcinka:

Opowiadanie przedstawia historie Lyska, konia pracujgcego w kopalni we-
gla kamiennego na Slgsku. Zwierze zostalo sprowadzone z gospodarstwa i po-
czqtkowo nie radzilo sobie z ciemnosciq i klaustrofobicznymi warunkami pod
ziemiq. Z czasem jednak przyzwyczaito si¢ do zycia na pokladzie kopalni Ida
i stato sie wiernym i cenionym koniem pociggowym.

Lysek byl silny, postuszny i miat dobre relacje z gornikami, ktorzy traktowa-
li go z szacunkiem i sympatiq. Po latach cigzkiej pracy kon zaczgl tracié sily,
a jego wzrok pogarszat sie. Podjeto decyzje o wycofaniu go z pracy i odestaniu
na powierzchnie.

Niestety, po wyjsciu na swiatlo dzienne, kon nie potrafit odnalezé sie w no-
wym Srodowisku — oslepiony stoncem, przestraszony otwartq przestrzeniq, wpadt
w panike i ucieki, ranigc sie Smiertelnie. Gornicy byli zdruzgotani jego losem.

W prezentowanym przyktadzie znajdziemy zarowno dowdd na halucynacje
sztucznej inteligencji, jak i na jej skuteczng zdolno$¢ uczenia si¢. Podczas kon-
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wersacji nigdy nie mamy pewnosci, na jakim etapie uczenia si¢ znajduje si¢ Al
To chyba wystarczajacy powdd, by pracujac z systemem opartym na sztucznej
inteligencji, kierowac¢ si¢ zasada ograniczonego zaufania.

Nie mamy kontroli

Na poczatku opracowania wspomniano o problematyce zwigzanej ze
sztuczng inteligencja, a doktadniej z glgbokim uczeniem. Przyjrzyjmy si¢ zatem
architekturze Al przedstawionej na rys. 3.

SZTUCZNA INTELIGENCJA
Programy zdolne do uczenia si¢ i
rozumowania jak ludzie

NAUCZANIE MASZYNOWE
Algorytmy zdolne do uczenia si¢ bez
bezposredniego programowania

GLEBOKA NAUKA
Podzbi6r uczenia maszynowego,
w ktorym sztuczne sieci neuronowe
dostosowujg sie i uczg na podstawie
ogromnych ilosci danych

Rys. 3. Architektura Al

Zrodlo: opracowanie wlasne na podstawie: M.L. Zybula, Wprowadzenie do AI [w:] Przewodnik po
sztucznej inteligencji, red. P. Kozyra, IAB Polska 2024.

Z prezentowanej grafiki wynika, ze czlowiek ma jedynie czesciowq kontrole
nad procesem uczenia maszynowego. Pelna kontrola ogranicza si¢ do etapow
projektowania algorytméw, wyboru modeli, strategii optymalizacji i oceny wy-
dajno$ci. Jest to proces przygotowania systemu do pracy>’. Efekt dziatania
sztucznej inteligencji zalezy od modelu i jakosci danych, na ktorych jest treno-
wana. To wlasnie od tych czynnikéw zalezy, jak skutecznie Al bedzie si¢ uczyé
i jak trafne decyzje bedzie w stanie podejmowac. ,,Systemy (algorytmy) uczenia
maszynowego to nic innego jak zestawy regut matematycznych, ktore umozli-
wiajg maszynom samodzielng nauke¢ na podstawie do$wiadczen. W skrocie:
maszyny uczg si¢ na biezaco, bez konieczno$ci precyzyjnego programowania.
Przetomowa koncepcja jest to, ze maszyny moga poprawia¢ swoje dziatania na
podstawie bledow, co sprawia, ze staja si¢ coraz bardziej precyzyjne i efektywne
w wykonywaniu zadan. Algorytmy uczenia maszynowego sg niczym innowa-
cyjne recepty, ktorych uzywaja komputery do analizy danych i wyodrgbniania
z nich wzorcow. To jak w przypadku dziecka, ktore uczy si¢, odkrywajac Swiat

30 Zob. M.L. Zybula, Wprowadzenie do AI [w:] Przewodnik po sztucznej inteligencji, red.
P. Kozyra, IAB Polska 2024, s. 12.
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przez zabawe i nauke. W tym kontekscie komputer staje si¢ uczniem, a odpo-
wiednie dane odgrywaja role nauczycieli. Glebokie uczenie maszynowe to ro-
dzaj algorytmoéw ML, ktore wykorzystuja tzw. sztuczne sieci neuronowe (ang.
Artificial Neural Networks lub Deep Neural Networks). Te skomplikowane
struktury matematyczne sg wzorowane na ludzkim moézgu i zdolne do przetwa-
rzania ogromnych ilo$ci danych w celu wykonywania ztozonych zadan. W skro-
cie: im wigcej danych, tym lepiej algorytm sie uczy™!.

W tym miejscu konczy si¢ nadzor cztowieka. Mozna pokusi¢ si¢ o stwier-
dzenie, ze cztowiek zapoczatkowuje dziatanie Al ale to, co dzieje si¢ dalej, jest
juz przystowiowa ,,czarng skrzynka”, ktérej dziatania czlowiek juz nie rozumie
i nie kontroluje. Reasumujac, algorytm to jeden z wielu komponentéow Al i tylko
inicjujacy uczenie maszynowe. Sztuczna inteligencja rozumiana jako system jest
zdolna do samodzielnego uczenia sig¢, ,,myslenia”, przetwarzania jezyka natural-
nego i podejmowania decyzji. Problem polega zatem na braku peinej kontroli
nad dziatlaniem Al, co przeklada si¢ na niemozno$¢ przewidzenia rezultatow jej
dziatania. Niewykluczone, ze w przysztosci jedynym rozwigzaniem dla proble-
moéw, ktorych dzi$ jeszcze nie potrafimy przewidzie¢, okaze si¢ po prostu wy-
ciggniecie wtyczki z gniazdka.

Z.akonczenie

Sztuczna inteligencja to stosunkowo nowa technologia, ktérej rozwoj nabrat
tempa wraz z udostgpnieniem jej szerokiemu gronu uzytkownikow. Jej potencjat
jest bezsprzeczny, jednak — jak kazda technologia — niesie ze sobg zarowno ko-
rzysci, jak i zagrozenia. S. Krajewski twierdzi, ze ,,mozliwosci Al doprowadza
do automatyzacji nie tyle wszystkiego, co przecigtnych, powtarzalnych czynno-
$ci w dziataniach tworczych. Programy korzystaja z tego, co juz jest, przede
wszystkim z tego, co zostato udostepnione w internecie, i to modyfikuja. Oczy-
wiscie podobnie czynimy my, ludzie. Programy robia to jednak szybciej, operuja
na nieporownywalnie wigkszej liczbie danych, a niedlugo beda to robity zgrab-
niej niz ludzie. Ocenig zdolno$¢ kredytowa klienta mniej wigcej tak jak konsul-
tant w banku, ale zrobig to w utamku sekundy. Wykonaja kazda standardowa
czynno$¢, ktéra jest wynikiem stosowania procedur obserwacji otoczenia.
Standardowa, dostatecznie typowg. Mozna powiedzie¢, ze Al doprowadzi do
automatyzacji przecietnosci”*. Kontynuujgc mysl S. Krajewskiego, rosngce
potrzeby lawinowo przyrastajacych danych w roznych sferach zycia, przede
wszystkim gospodarczego, wymagajg coraz szybszego ich przetwarzania. Al jest

3L A. Kacprzak, Prompt..., s. 30.
32 S, Krajewski, Nie jestem przygotowany... na Al, ,Konteksty” 2024, nr 3,s. 111-112.
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tym narzg¢dziem, ktore te procesy moze przyspieszy¢, a przede wszystkim prze-
organizowaé. Odrebnym zagadnieniem jest reakcja spoteczna na tak rewolucyj-
ne zmiany — na utrat¢ miejsc pracy. Innym tematem, ktory nie zostat poruszony
w tym artykule, ale jest omawiany na tamach ,,Dydaktyki Informatyki”, jest
manipulacja. Juz dzi§ napotykamy powazne trudnosci w rozroznieniu tego, co
jest faktem, a co mistyfikacjag. Wymaga to duzo wiary w cztowieka — w jego
zdolno$¢ do sprostania wyzwaniom wspolczesnosci, do odrdézniania dobra od
zta, fikcji o rzeczywisto$ci, prawdy od fatszu.
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